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PhD projects
AI and NLP for Multilingual Code-Switching in Education (studentship allocated)
Leveraging Generative AI for Creativity Education (studentship allocated)
Character-Centric Systems for Multimodal Story Generation (studentship allocated)
Towards Robust Reasoning of Large Language Models (studentship allocated)
Exploring the Diversity of Data Storytelling: A Comparative Analysis Across Cultures,
Disciplines, and Media
Understanding the Complexity of Negotiations
Exploring Interactive Multi-Dimensional Approaches of Delivery of Communication in
Patient Scenarios in Oral Health Education
Multi-agent Cooperation with RL and LLMs
Investigating LLM-based Generative AI Applications in Cybersecurity
Argument mining
Multilingual argument mining
Agents powered by foundation models



AI and NLP for Multilingual Code-Switching in Education
Supervisor: Zheng Yuan

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language
Processing, Human-centred computing (human-computer interaction)

Project Description

The rapid growth of multilingualism has led to an increased prevalence of code-switching (CSW) -- the practice of
alternating between two or more languages within a single conversation or utterance. Despite its common usage in
multilingual communication, current Natural Language Processing (NLP) technologies struggle to handle CSW effectively,
particularly in educational contexts. This project aims to address this gap by developing advanced NLP technologies and
educational AI systems specifically designed to support multilingual CSW environments. The goal is to create a
personalised, inclusive, and engaging AI-powered tutoring system that adapts to the unique linguistic needs of learners.
This project will focus on one or more of the following key areas: 1) Development of NLP models that can accurately
process and analyse CSW data, distinguishing code-switching from grammatical errors; 2) Creation of an Intelligent
Tutoring System (ITS) that provides personalised feedback and assessment tailored to the needs of multilingual learners;
3) Leveraging multilingual Large Language Models (LLMs) to enhance the capabilities of AI in educational settings,
particularly in low-resource languages; and 4) Evaluating the impact of educational AI systems in real-world settings,
assessing improvements in learning outcomes, learner engagement, and satisfaction.
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Leveraging Generative AI for Creativity Education
Supervisor: Zheng Yuan

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Computer vision, Machine learning / Deep learning,
Human-centred computing (human-computer interaction), Natural Language Processing

Project Description

Creativity is a crucial skill in today's world, driving innovation, problem-solving, and cultural expression. However,
teaching and assessing creativity -- especially in fields like creative writing and visual arts -- pose significant challenges
due to the subjective nature of creative outputs. The rise of Large Language Models (LLMs) and Generative AI provides
new opportunities for enhancing creativity education by generating personalised, adaptive feedback and supporting
learners in improving their creative skills across multiple modalities, such as writing and drawing. This project will explore
the use of multimodal LLMs and Generative AI to enhance creativity education, offering new ways to assess creativity and
helping learners across disciplines such as creative writing and digital arts. By leveraging the capabilities of multimodal
models, this research will investigate how AI can support, nurture, and assess creativity in a personalised and scalable
manner. Research Questions: 1) How can LLMs and Generative AI effectively assess creativity in different forms, such as
written stories, poems, or drawings? 2) What are the most effective ways for AI systems to provide feedback that
nurtures creativity, without stifling originality? 3) How can multimodal AI systems enhance cross-disciplinary creative
education (e.g. combining writing and drawing) to create richer, more engaging learning experiences? 4) What metrics
and frameworks can be developed to evaluate the success of AI-generated feedback and creativity assessment systems?



Character-Centric Systems for Multimodal Story Generation
Supervisor: Lin Gui/Yulan He

Areas: Machine learning / Deep learning, Artificial Intelligence (symbolic AI, logic, etc.), Natural Language
Processing

Project Description

The primary goal of this project is to design and develop a character-centric multimodal system capable of generating
rich, coherent narratives from multimodal inputs. This system will focus on story generation based on different types of
data—such as images or audio—and could be applied in a variety of settings, including museums, medical diagnostics, or
educational explanations. Specifically, the system would be able to generate detailed descriptions, historical accounts, or
explanations from a given image or set of multimodal data. The research problem consists of several interconnected
challenges that need to be addressed to achieve the goal: multimodal input interpretation, text generation based on input
data, character-centric storytelling, and cross-domain adaptability. By focusing on a character-driven approach and cross-
domain adaptability, the proposed system will not only engage users but also deliver accurate, contextually relevant
content based on diverse input types. This system holds great potential for enhancing user experience in numerous real-
world applications, driving innovation in AI-based storytelling and explanation systems.
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Towards Robust Reasoning of Large Language Models
Supervisor: Yulan He

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language
Processing

Project Description

Context Reasoning is a core aspect of human intelligence, essential for tasks such as critical thinking, evaluation and
making decisions. With the advancements of large language models (LLMs), we have witnessed their impressive
performance in various natural language processing tasks that require reasoning. For an intelligent system to be
effective, it must thoroughly analyse key information within a given context and provide accurate responses by leveraging
its internal knowledge and external resources. This is a complex process as LLMs need to stay current with new
information, remain robust in noisy contexts, and be capable of utilising external tools for validation when necessary.

Project: Despite advancements in the reasoning capabilities of LLMs, there remains uncertainty regarding the extent to
which LLMs can reason beyond memorisation. Recent empirical studies have highlighted their susceptibility to challenges
posed by noisy contexts, new information, and novel tasks. Therefore, our goal is to create a robust reasoning framework
that enables LLMs to reason effectively when presented with new and unfamiliar inputs. To achieve this, example tasks
include:

Enhancing reasoning through tool augmentation based on a neuro-symbolic approach. LLMs can improve their
reasoning by leveraging neuro-symbolic methods with the help of external interpreters, particularly in more
complex tasks.
Facilitating model adaptation to reason with the most recent knowledge. This involves model editing and fine-
tuning LLMs with new information while ensuring they retain their reasoning abilities for previously encountered
tasks.
Encouraging collaboration among multiple LLM agents to support reasoning across diverse domains. When faced
with an input from an unfamiliar domain, integrating knowledge from multiple trained LLM agents based on its
relevance to the specific input could enhance reasoning performance.
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Exploring the Diversity of Data Storytelling: A Comparative Analysis
Across Cultures, Disciplines, and Media
Supervisor: Alfie Abdul-Rahman

Areas: Human-centred computing (human-computer interaction), Natural Language Processing

Project Description

Data storytelling is a rapidly evolving field that integrates data analysis, narrative techniques, and visualizations to
convey complex insights. Despite its growing significance, the diversity of approaches to data storytelling across cultural
contexts, disciplines, and media platforms remains largely unexplored. This PhD project aims to investigate how these
variations influence data stories' effectiveness, ethics, and reception. By examining this diversity, this PhD aims to reveal
the impact of cultural, disciplinary, and media-related factors on how data is interpreted and communicated. Traditionally,
data storytelling has been viewed through the lens of information visualization and communication. However, recent
studies have broadened the scope to include narrative techniques, audience reception, and the cultural context of both
the storyteller and the audience. Most existing research focuses either on the technical aspects of data visualization or
narrative elements, often neglecting cross-cultural and cross-disciplinary analysis. As media platforms diversify,
understanding how these platforms mediate data stories and influence engagement becomes increasingly important. This
research addresses these gaps by providing a comprehensive and comparative analysis of data storytelling. It explores
how the cultural and disciplinary backgrounds of both creators and audiences and the media platforms used to shape the
form and impact of data stories.



Understanding the Complexity of Negotiations
Supervisor: Alfie Abdul-Rahman

Areas: Natural Language Processing, Human-centred computing (human-computer interaction)

Project Description

A negotiated text is the product of a formal decision-making process where a text has been negotiated and drafted over a
period of time. Many of the foundational texts of the modern world have not been written by individuals, by negotiated by
groups of people in formal settings. For example, treaties between states such as the Universal Declaration of Human
Rights or the Treaty of Versailles; or constitutions, such as the one negotiated by the American states in the
Constitutional Convention of 1787. During such negotiations, it is important for us to keep track of the delegations and
their involvements in order to grasp their influence on the negotiation process either using techniques such as close
reading, distance reading, or machine learning. Even relatively short historical documents written collectively in this way
have been the product of thousands of specific proposals and decisions. This project will apply a visual analytics approach
towards the understanding of the complexity of a negotiation and the influence of the delegations during a negotiation
process. Possible research questions: - Developing new static and interactive visualization to assist with data discovery
and insight generation in large datasets of events within interacting timelines. - Developing new approaches to show the
evolution of complicated, technical documents over the period of months or years. - Developing new approaches for
indexing the datasets related to the negotiation of documents, and more intuitive displays of the results. - Developing
natural-language-based approaches to relate information captured in 'informal' archives (such as private diaries, letters,
social media feeds etc.) to the formal records of a negotiation.



Exploring Interactive Multi-Dimensional Approaches of Delivery of
Communication in Patient Scenarios in Oral Health Education
Supervisor: Informatics: Dr Alfie Abdul-Rahman & Dr Lin Gui FoDOCS: Dr Melanie Nasseripour & Dr Ana
Angelova

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Natural Language Processing, Human-centred
computing (human-computer interaction), Machine learning / Deep learning, Education

Project Description

This is a joint project between the Department of Informatics and the Faculty of Dentistry, Oral & Craniofacial Sciences
(FoDOCS). Communication in patient scenarios in oral health education can be cost-intensive in terms of time and
resources. In this project, we propose exploring interactive multidimensional approaches such as immersive technology,
text-to-text, and voice-to-voice communication delivery in patient scenarios in oral health education. These approaches
enhance the learning experience and offer a cost-effective solution, making the delivery of communications in patient
scenarios in oral health education more feasible and sustainable. This project aims to design and create adaptable,
contextually relevant patient scenarios, offering engaging and realistic interactions for students. The beauty of these
approaches is their adaptability. Whether it is a VR interactive tool, text-based, or voice-based conversation, they can all
respond to students' inquiries and actions in real-time, mimicking the interaction they would normally have in the clinic.
This adaptability ensures the relevance and effectiveness of the project in various educational settings. We aim to
examine the Generative Language Models (GLMs) to generate customized case studies and simulation scenarios so that
each learner can practice specific skills repeatedly in a controlled environment. This encourages the acquisition and
refinement of skills, such as explaining the importance of oral hygiene and discussing dietary habits. The critical focus is
patient-clinician communication, behaviour change, professionalism, etc.



Multi-agent Cooperation with RL and LLMs
Supervisor: Yali Du

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language
Processing, Robotics

Project Description

Multi-agent systems (MAS) have become increasingly relevant in fields such as robotics, finance, and autonomous
systems. However, achieving effective cooperation among multiple agents remains challenging, especially in dynamic and
uncertain environments. RL has been a powerful method for training agents, but traditional approaches often struggle
with scalability and communication bottlenecks. Meanwhile, LLMs have demonstrated remarkable capabilities in language
understanding and generation, which can be leveraged to facilitate communication and strategy development among
agents. This study aims to explore how reinforcement learning (RL) can be combined with large language models (LLMs)
to improve multi-agent cooperation in complex environments. The goal is to enhance communication, decision-making,
and coordination between agents, enabling them to solve tasks that require a high level of collaboration and safety. This
project explores the questions of 1) How can LLMs be integrated into multi-agent systems to enhance cooperation and
communication among agents trained using RL? 2) What are the optimal communication protocols that maximize the
synergy between LLMs and RL in multi-agent scenarios? 3) How can this combination be scaled to large numbers of
agents while maintaining efficiency and performance? Dr Du's early attempts explored how to leverage LLMs for
communication, and incorporated human instructions to ensure safe and cooperative control, with examples including the
game of Werewolf, football, and safe robot control. This research will contribute to the field of multi-agent systems by
developing new techniques for improved cooperation using cutting-edge LLMs. The findings could be applicable in various
industries, including autonomous vehicles, robotics, and distributed AI systems, where multi-agent cooperation is critical
for success.
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Investigating LLM-based Generative AI Applications in Cybersecurity
Supervisor: Ievgeniia Kuzminykh/Hannan Xiao

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Cybersecurity, Natural Language Processing, Human-
centred computing (human-computer interaction)

Project Description

The rapid development and deployment of GPT-based agents in cybersecurity mark a significant leap forward in
approaching digital security challenges from a practitioner standpoint. Under this topic you can explore the ways
generative AI is impacting the cybersecurity industry, from both sides, such as gen AI for security and security of gen AI.
From one side, malicious attackers are seizing the potential of generative AI to launch cyber attacks that are harder to
detect and defend against. OWASP top 10 for Generative AI [1] lists out the top 10 vulnerabilities impacting the
applications usilising LLM. Prompt Injection, Insecure Output Handling and Data Poisoning take the top 3 spots and are
also the root causes for the other type of vulnerabilities (Overreliance, Insecure Plugins etc) as shown in research paper
[2]. From another side, Gen AI is also helping make security teams more accurate, efficient, and productive in defending
their organisations. Examples of utilising of generative AI for security operations could be [3] : - Supplementing
understaffed security teams - Detecting threats in real time - Improving incident response. The potential topics in this
project area could include but not limited to: 1. Optimisation of prompts for security related topics. Through clever
prompt engineering (called jailbreaking [4]), LLMs can be made to reveal internal mechanisms, share private data,
produce offensive speech, or perform unintended workloads. LLMs thus pose a security risks [1, 5, 6]. 2. Prompt injection
detection mechanisms. 3. Ensuring online safety using LLM. AI seems like the perfect response to the growing challenges
of content moderation on social media platforms: the immense scale of the data, the relentlessness of the violations, and
the need for human judgments without wanting humans to have to make them. The paper [7] elaborates on the topic of
prompt/response classifiers. The prompts and answers could be classified into groups such as safe and harmful. Typical
examples of a harm would be Child Safety, Exfiltrating PII/SPII, Sexually Explicit Content, Malicious/Dangerous content.
4. Content moderation using LLM. Similar to previous but can be extended to the detection of harassment and throlling
[8]. 5. Understanding Generative AI for Cloud Security. Generative AI can make new data from existing patterns. For
cloud security, this means it has the potential to: 6a. Simulate Threat Scenarios: Generative AI can create realistic threat
scenarios, allowing security teams to test and validate their Cloud infrastructure's resilience. By simulating potential
attack vectors, organizations can proactively identify vulnerabilities and take steps to ensure they are protected against
them before they are exploited. 6b. Optimize Security Configurations: AWS offers a number of services, each with its own
set of security configurations. With Generative AI, we can analyze existing configurations, simulate various combinations,
and ask Generative AI to provide recommendations based on our specific needs. 6c. Enhance Monitoring and Alerts: By
training on historical security logs and events, Generative AI can predict potential security breaches or anomalies. The
key word here is "potential." Knowing what "could" happen allows security teams time to prepare and allows for more
rapid action to be taken. 6. Understanding Generative AI for firewall optimisation Generative AI could simulate web traffic
patterns based on your historical log data and compare that to your existing WAF or firewall rules, ensuring that
malicious requests are blocked while legitimate traffic flows seamlessly. 7. 10. Understanding of Gen AI for Qualitative
audit of security policies Each organisation is governed by a security policy, which technically or conceptually specifies a
number of guidelines for ensuring IT security. You will investigate whether GenAI can be employed to translate a security
policy for wider staff [9, 10]..
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Argument mining
Supervisor: Oana Cocarascu

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language
Processing

Project Description

In everyday life, decisions are often based on arguments, counter-arguments, and facts. While arguments are claims
backed by reasons that are supported by evidence, facts can be proven with clear and objective data. Automatically
identifying and presenting facts and arguments can not only facilitate and challenge debates, but also aid humans and
automated systems in reaching decisions, hence the societal impact of this task is tremendous.
Computational argumentation is a research area in natural language processing which encompasses several tasks such as
argument mining, argument reasoning, and argument generation amongst others. Much progress has been made in
recent years on argument mining whereby the task is to determine whether a text represents an argument, followed by
identifying the arguments for or against an issue. Argument mining has been applied to several areas: persuasive essays,
scientific articles, Wikipedia articles, news articles, online debates, product reviews, social media, legal documents, and
political debates.
The project aims to develop computational methods that find, extract, and evaluate arguments in text as well as deal
with incomplete arguments, i.e. arguments that can be understood using background knowledge.
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Multilingual argument mining
Supervisor: Oana Cocarascu

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language
Processing

Project Description

In everyday life, decisions are often based on arguments, counter-arguments, and facts. While arguments are claims
backed by reasons that are supported by evidence, facts can be proven with clear and objective data. Automatically
identifying and presenting facts and arguments can not only facilitate and challenge debates, but also aid humans and
automated systems in reaching decisions, hence the societal impact of this task is tremendous.
Computational argumentation is a research area in natural language processing which encompasses several tasks such as
argument mining, argument reasoning, and argument generation amongst others. Much progress has been made in
recent years on argument mining whereby the task is to determine whether a text represents an argument, followed by
identifying the arguments for or against an issue. Argument mining has been applied to several areas: persuasive essays,
scientific articles, Wikipedia articles, news articles, online debates, product reviews, social media, legal documents, and
political debates.
Despite the growing interest in computational argumentation, the majority of datasets are in English. The project will
focus on argument mining in low-resource languages and will develop novel corpora and algorithms for multilingual
argument mining.
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Agents powered by foundation models
Supervisor: Helen Yannakoudakis

Areas: Machine learning / Deep learning, Artificial Intelligence (symbolic AI, logic, etc.), Natural Language
Processing

Project Description

With the expansive capabilities of foundation models, the concept of building agents powered by these models (like large
language models) has recently emerged. Several demonstration projects, such as AutoGPT, GPT-Engineer, and BabyAGI,
illustrate this potential. Foundation models offer possibilities beyond creating images, well-crafted text, stories, essays,
and code—they can serve as powerful general problem solvers. This project aims to develop agents driven by foundation
models that can observe, take action, and respond to feedback in a continuous loop with external environments,
including interactions with humans, tools, and the physical world. The focus will be on two key areas: specialization and
multi-modality.




