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PhD projects
AI and NLP for Multilingual Code-Switching in Education (studentship allocated)
Leveraging Generative AI for Creativity Education (studentship allocated)
Improving active learning strategies for limited annotation budgets (studentship allocated)
Character-Centric Systems for Multimodal Story Generation (studentship allocated)
Towards Robust Reasoning of Large Language Models (studentship allocated)
Allowing autonomous robots to continually learn, generalize, and improve from their experiences
(studentship allocated)
Embodied Approaches to Assistive Technology
Game-theoretic models in cryptoeconomics: incentives, mechanism design and blockchain
dynamics
Game-theoretic models in multi-agent systems: emergent behaviours, critical phase transactions
and learning dynamics
Leveraging Language Models for Contextual Vulnerability Identification
Advanced Modelling on Multimodal Urban Geospatial Data Fusion - Case Studies for UK Cities
Exploring Interactive Multi-Dimensional Approaches of Delivery of Communication in Patient
Scenarios in Oral Health Education
Predictive Profiling using Biometric Data in Educational Environment.
Software sustainability analysis and improvement
Safe Reinforcement Learning from Human Feedback
Multi-agent Cooperation with RL and LLMs
Argument mining
Multilingual argument mining
Agents powered by foundation models
Causal Explanations for Sequential Decision Making
Reliable Learning for Safe Autonomy with Conformal Prediction
Implementing Differential Privacy in Neural Networks to Enhance Data Security and
Anonymization
Discovering the Secrets of Random Neural Networks - Training by Pruning



AI and NLP for Multilingual Code-Switching in Education
Supervisor: Zheng Yuan

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language Processing,
Human-centred computing (human-computer interaction)

Project Description

The rapid growth of multilingualism has led to an increased prevalence of code-switching (CSW) -- the practice of alternating between
two or more languages within a single conversation or utterance. Despite its common usage in multilingual communication, current
Natural Language Processing (NLP) technologies struggle to handle CSW effectively, particularly in educational contexts. This project
aims to address this gap by developing advanced NLP technologies and educational AI systems specifically designed to support
multilingual CSW environments. The goal is to create a personalised, inclusive, and engaging AI-powered tutoring system that adapts
to the unique linguistic needs of learners. This project will focus on one or more of the following key areas: 1) Development of NLP
models that can accurately process and analyse CSW data, distinguishing code-switching from grammatical errors; 2) Creation of an
Intelligent Tutoring System (ITS) that provides personalised feedback and assessment tailored to the needs of multilingual learners; 3)
Leveraging multilingual Large Language Models (LLMs) to enhance the capabilities of AI in educational settings, particularly in low-
resource languages; and 4) Evaluating the impact of educational AI systems in real-world settings, assessing improvements in learning
outcomes, learner engagement, and satisfaction.
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Leveraging Generative AI for Creativity Education
Supervisor: Zheng Yuan

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Computer vision, Machine learning / Deep learning, Human-centred
computing (human-computer interaction), Natural Language Processing

Project Description

Creativity is a crucial skill in today's world, driving innovation, problem-solving, and cultural expression. However, teaching and
assessing creativity -- especially in fields like creative writing and visual arts -- pose significant challenges due to the subjective nature
of creative outputs. The rise of Large Language Models (LLMs) and Generative AI provides new opportunities for enhancing creativity
education by generating personalised, adaptive feedback and supporting learners in improving their creative skills across multiple
modalities, such as writing and drawing. This project will explore the use of multimodal LLMs and Generative AI to enhance creativity
education, offering new ways to assess creativity and helping learners across disciplines such as creative writing and digital arts. By
leveraging the capabilities of multimodal models, this research will investigate how AI can support, nurture, and assess creativity in a
personalised and scalable manner. Research Questions: 1) How can LLMs and Generative AI effectively assess creativity in different
forms, such as written stories, poems, or drawings? 2) What are the most effective ways for AI systems to provide feedback that
nurtures creativity, without stifling originality? 3) How can multimodal AI systems enhance cross-disciplinary creative education (e.g.
combining writing and drawing) to create richer, more engaging learning experiences? 4) What metrics and frameworks can be
developed to evaluate the success of AI-generated feedback and creativity assessment systems?



Improving active learning strategies for limited annotation budgets
Supervisor: Luis C. Garcia Peraza Herrera

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Computer vision

Project Description

In machine learning, determining the subset of data points (e.g. images, videos) for annotation emerges as a critical decision-making
process. The selected data points carry the responsibility of providing a representative snapshot of the diverse scenarios anticipated
during real-world testing. Despite the multitude of proposed strategies for data point selection, an enduring observation persists,
suggesting that random selection, especially in low-budget scenarios, often proves to be an optimal approach. The overarching
objective of this project is to propel active learning strategies tailored specifically for situations characterized by highly limited
annotation budgets. This pursuit is particularly relevant in fields with stringent budget constraints, such as medicine.
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Character-Centric Systems for Multimodal Story Generation
Supervisor: Lin Gui/Yulan He

Areas: Machine learning / Deep learning, Artificial Intelligence (symbolic AI, logic, etc.), Natural Language Processing

Project Description

The primary goal of this project is to design and develop a character-centric multimodal system capable of generating rich, coherent
narratives from multimodal inputs. This system will focus on story generation based on different types of data—such as images or
audio—and could be applied in a variety of settings, including museums, medical diagnostics, or educational explanations. Specifically,
the system would be able to generate detailed descriptions, historical accounts, or explanations from a given image or set of
multimodal data. The research problem consists of several interconnected challenges that need to be addressed to achieve the goal:
multimodal input interpretation, text generation based on input data, character-centric storytelling, and cross-domain adaptability. By
focusing on a character-driven approach and cross-domain adaptability, the proposed system will not only engage users but also
deliver accurate, contextually relevant content based on diverse input types. This system holds great potential for enhancing user
experience in numerous real-world applications, driving innovation in AI-based storytelling and explanation systems.
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Towards Robust Reasoning of Large Language Models
Supervisor: Yulan He

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language Processing

Project Description

Context Reasoning is a core aspect of human intelligence, essential for tasks such as critical thinking, evaluation and making
decisions. With the advancements of large language models (LLMs), we have witnessed their impressive performance in various
natural language processing tasks that require reasoning. For an intelligent system to be effective, it must thoroughly analyse key
information within a given context and provide accurate responses by leveraging its internal knowledge and external resources. This is
a complex process as LLMs need to stay current with new information, remain robust in noisy contexts, and be capable of utilising
external tools for validation when necessary.

Project: Despite advancements in the reasoning capabilities of LLMs, there remains uncertainty regarding the extent to which LLMs
can reason beyond memorisation. Recent empirical studies have highlighted their susceptibility to challenges posed by noisy contexts,
new information, and novel tasks. Therefore, our goal is to create a robust reasoning framework that enables LLMs to reason
effectively when presented with new and unfamiliar inputs. To achieve this, example tasks include:

Enhancing reasoning through tool augmentation based on a neuro-symbolic approach. LLMs can improve their reasoning by
leveraging neuro-symbolic methods with the help of external interpreters, particularly in more complex tasks.
Facilitating model adaptation to reason with the most recent knowledge. This involves model editing and fine-tuning LLMs with
new information while ensuring they retain their reasoning abilities for previously encountered tasks.
Encouraging collaboration among multiple LLM agents to support reasoning across diverse domains. When faced with an input
from an unfamiliar domain, integrating knowledge from multiple trained LLM agents based on its relevance to the specific input
could enhance reasoning performance.
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Allowing autonomous robots to continually learn, generalize, and improve
from their experiences
Supervisor: Dr. Khen Elimelech

Areas: Robotics, Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

To perform autonomously tasks such as object rearrangement, assembly, manipulation, and navigation, robots must be able to plan
their actions over long horizons. Such planning is usually computationally challenging to perform in real time, especially considering
complex robots and task specifications, or large and uncertain planning domains, with many irrelevant objects and distractions. One
intuitive approach to support autonomous robots in this challenge is by allowing them to learn to continually improve their planning
capabilities over time, based on their experience. This general approach should enable us to build long-lived, multi-purpose robots with
human-like versatility and common sense, rather than highly specialized machines.
Unfortunately, despite recent advancement in Machine Learning and "Learning from Demonstrations," existing learning approaches are
not suitable for this objective, as these require numerous annotated demonstrations, rendering them unsuitable for online,
autonomous learning.
To this end, our recent work introduced a novel algorithmic framework for automatic learning of "planning strategies" by abstracting
successful planning experiences. This framework allows a robot to automatically and continually make generalizable conclusions from
individual experiences, which can later be adapted for and reused in new contexts, to accelerate the solution of new planning problems
—just like humans do, but without human intervention!
Initial results demonstrated the potential of this approach to significantly impact the field of AI-enabled robotics. To achieve that, this
project seeks to extend this initial effort in various directions, including: application and adaptation to new platforms, planning
domains, and task-types; application to multi-robot and human-robot collaborative systems; integration with (statistical) Machine
Learning and Computer Vision techniques, Control, knowledge graphs and other components in the autonomy stack; improving utility
and computational tractability through algorithmic development; and improving trustworthiness through formal analysis.
The work on this project is diverse and contains theoretical, computational. and experiential aspects. Students are expected to conduct
research, publish papers, develop and release open-source code, and work with physical robots. You will have access to state-of-the-
art hardware and resources, and excellent mentorship. Potentially, successful students will have access to collaboration and internship
opportunities with industry leaders, such as NASA Robotics, Amazon Robotics and Bosche.
While prior research experience in robotics is recommended, it is not mandatory. Excellent candidates with background in robotics, AI,
computer science, algorithms, applied mathematics, engineering, or other relevant background are welcome to apply.
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Embodied Approaches to Assistive Technology
Supervisor: Timothy Neate

Areas: Human-centred computing (human-computer interaction), Machine learning / Deep learning, Computer vision

Project Description

Non-verbal expression plays a crucial role in everyday communication, whether nodding to indicate agreement or using vocal tone to
imply a question. For individuals with language impairments, non-verbal cues are essential for both comprehension and expression.
However, most assistive technologies overlook these vital communication methods (see our systematic review). This PhD project will
extend our research on wearable devices such as smartwatches, smartbadges, and augmented reality (AR) tools, focusing on
innovative solutions for non-verbal communication. You will collaborate directly with communities who experience language
impairments to design technologies that support effective communication in real-world settings.

https://kclpure.kcl.ac.uk/ws/portalfiles/portal/177534680/state_of_art_aac_assets_prepreint.pdf
https://kclpure.kcl.ac.uk/ws/portalfiles/portal/227569001/assets23_2.pdf
https://kclpure.kcl.ac.uk/ws/portalfiles/portal/248094143/chi_2024_breaking_badge_no_copyright.pdf
https://kclpure.kcl.ac.uk/ws/portalfiles/portal/295530587/Exploring_Mixed_Reality_AAC.pdf


Game-theoretic models in cryptoeconomics: incentives, mechanism design
and blockchain dynamics
Supervisor: Dr. Stefanos Leonardos

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Foundations of computing
(algorithms, computational complexity), Game theory

Project Description

This project is aimed for students who are interested in advancing cutting-edge research at the intersection of game theory and
cryptoeconomics. The project will focus on modelling and analyzing blockchain-enabled economies through a game-theoretic lens.
Special focus will be placed on transaction fee mechanisms (TFMs), miner extractable value (MEV), proposer-builder separation (PBS)
in Ethereum block creation, MEV-boost auctions, dynamics of automated market makers (AMMs), transaction censorship, attacks in
decentralized exchanges, and related phenomena. The study will explore cryptoeconomic mechanisms, dissect participants' incentives,
and designing mechanisms to optimize blockchain performance. Due to the dynamic nature of these systems, the project will employ
elements from algorithmic game theory and dynamical systems, alongside standard tools from economics, computer science, and
machine learning. Successful candidates will develop game-theoretic models, conduct rigorous mathematical analyses, and run
simulations to validate theoretical predictions in real-world applications, bridging the gap between academia and industry.
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Game-theoretic models in multi-agent systems: emergent behaviours, critical
phase transactions and learning dynamics
Supervisor: Dr. Stefanos Leonardos

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Game Theory, Foundations of
computing (algorithms, computational complexity)

Project Description

This project is aimed at students who are interested in cutting-edge research at the intersection of multi-agent systems, game theory
and learning dynamics, with applications in economics, machine learning, and artificial intelligence. The project's objective is to explore
the intricate patterns of multi-agent systems through a game-theoretic lens, emphasizing on learning dynamics, chaos theory, and
their applications. Special focus will be placed on understanding the emergent behaviors in algorithmic decision-making processes that
continuously evolve over time. The study will explore phase transitions in strategic interactions, analyze or develop novel algorithms,
and quantify their implications on coordination and competition in real-world systems. The analysis will use tools from game theory,
mathematics and the theory of dynamical systems, to develop, study and apply learning algorithms in complex multi-agent systems.
Successful applicants will have the chance to shape the future of learning systems, bridging theoretical advancements with practical
applications with the frameworks of machine learning and artificial intelligence.

References

1. I. Sakos, S. Leonardos, S. A. Stavroulakis, W. Overman, I. Panageas, G. Piliouras. Beating Price of Anarchy and Gradient Descent without
Regret in Potential Games, 12th International Conference on Learning Representations (2024).

2. S. Roesch, S. Leonardos & Y. Du. Selfishness Level Induces Cooperation in Sequential Social Dilemmas, 23rd Conference on Autonomous
Agents and Multiagent Systems (2024).

3. Leonardos, S., Sakos, J., Courcoubetis, C. and Piliouras, G. (2023). Catastrophe by Design in Population Games: A Mechanism to Destabilize
Inefficient Locked-in Technologies. ACM Trans. Econ. Comput. 11, 1—2, Article 1 (June 2023), 36 pages. doi:10.1145/3583782

4. Leonardos, S., and Piliouras, G. (2022). Exploration-exploitation in multi-agent learning: Catastrophe theory meets game theory, Artificial
Intelligence, Volume 304, 103653, doi:10.1016/j.artint.2021.103653.

5. Leonardos, S., Piliouras, G., and Spendlove, K. (2021). Exploration-Exploitation in Multi-Agent Competition: Convergence with Bounded
Rationality, in Advances in Neural Information Processing Systems, volume 34, pp. 26318--26331, Curran Associates, Inc.,
https://proceedings.neurips.cc/paper_files/paper/2021/file/dd1970fb03877a235d530476eb727dabPaper.pdf.

6. Leonardos, S., Overman, W., Panageas I., and Piliouras, G. (2022). Global Convergence of Multi-Agent Policy Gradient in Markov Potential
Games, in International Conference on Learning Representations (ICLR 2022), https://openreview.net/forum?id=gfwON7rAm4.



Leveraging Language Models for Contextual Vulnerability Identification
Supervisor: Maher Salem

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Cybersecurity, Systems (software
engineering, programming)

Project Description

As software systems grow increasingly complex, the need for effective vulnerability detection methods becomes paramount. Traditional
static analysis tools often struggle to identify context-specific vulnerabilities due to their reliance on predefined patterns and rules. This
research proposes leveraging advanced language models, such as transformers, to enhance the identification of vulnerabilities in
software code by understanding its context. The central idea of this topic is to explore how large language models (LLMs) can be
trained to analyze code not merely as isolated snippets but as part of a larger context. By fine-tuning LLMs on extensive datasets that
include both vulnerable and secure code, the model can learn to recognize subtle patterns and interactions that indicate potential
vulnerabilities. This approach aims to move beyond conventional methods by incorporating an understanding of how different code
components interact with each other, thereby improving detection accuracy. The research will involve several key phases. First, a
comprehensive dataset will be curated, containing various programming languages and a range of vulnerability types, such as SQL
injection, cross-site scripting, and buffer overflows. This dataset will serve as the foundation for training the language models. Next,
the study will focus on developing a framework that integrates the LLMs into an existing vulnerability detection pipeline, allowing for
real-time analysis and feedback during the software development lifecycle. Furthermore, the research will explore the effectiveness of
different model architectures and training techniques, including transfer learning and few-shot learning, to optimize performance. By
evaluating the models against established benchmarks and real-world codebases, the study aims to quantify improvements in
vulnerability detection rates compared to traditional static analysis tools. Another important aspect of this research is the
interpretability of the model's predictions. It is crucial for developers to understand why a particular piece of code was flagged as
potentially vulnerable. Therefore, the study will investigate methods to enhance the transparency of LLMs, providing explanations that
can guide developers in addressing identified vulnerabilities. Ultimately, this research seeks to contribute to the field of cybersecurity
by providing a novel approach to vulnerability detection that leverages the capabilities of modern AI. By harnessing the contextual
understanding of language models, the goal is to create more robust and intelligent tools that can significantly enhance software
security, helping developers proactively identify and mitigate vulnerabilities before they can be exploited.
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Advanced Modelling on Multimodal Urban Geospatial Data Fusion - Case
Studies for UK Cities
Supervisor: Yijing Li

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, urban data science

Project Description

The project aims to set up a framework applying interdisciplinary advanced model(s) onto multimodal data, especially urban geospatial
datasets collected in UK cities, to realise least-uncertainty data fusion and integration. Throughout the project, external partners
proposed practical case study projects will be utilised to test the model(s) performance with expectation of wider research impacts into
real urban applications. Archived datasets compiled at CUSP London will be provided for project kicking off, including
transport/mobility, crime, environment, health, air quality, economy and demographics statistics; the candidate is expected to apply
data mining techniques to collect other multimodal urban datasets such as scene images, social media records, etc., be resilient to
learn and apply multi-disciplinary methods, and be confident to translate research outputs into policy-inform languages.



Exploring Interactive Multi-Dimensional Approaches of Delivery of
Communication in Patient Scenarios in Oral Health Education
Supervisor: Informatics: Dr Alfie Abdul-Rahman & Dr Lin Gui FoDOCS: Dr Melanie Nasseripour & Dr Ana Angelova

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Natural Language Processing, Human-centred computing (human-
computer interaction), Machine learning / Deep learning, Education

Project Description

This is a joint project between the Department of Informatics and the Faculty of Dentistry, Oral & Craniofacial Sciences (FoDOCS).
Communication in patient scenarios in oral health education can be cost-intensive in terms of time and resources. In this project, we
propose exploring interactive multidimensional approaches such as immersive technology, text-to-text, and voice-to-voice
communication delivery in patient scenarios in oral health education. These approaches enhance the learning experience and offer a
cost-effective solution, making the delivery of communications in patient scenarios in oral health education more feasible and
sustainable. This project aims to design and create adaptable, contextually relevant patient scenarios, offering engaging and realistic
interactions for students. The beauty of these approaches is their adaptability. Whether it is a VR interactive tool, text-based, or voice-
based conversation, they can all respond to students' inquiries and actions in real-time, mimicking the interaction they would normally
have in the clinic. This adaptability ensures the relevance and effectiveness of the project in various educational settings. We aim to
examine the Generative Language Models (GLMs) to generate customized case studies and simulation scenarios so that each learner
can practice specific skills repeatedly in a controlled environment. This encourages the acquisition and refinement of skills, such as
explaining the importance of oral hygiene and discussing dietary habits. The critical focus is patient-clinician communication, behaviour
change, professionalism, etc.



Predictive Profiling using Biometric Data in Educational Environment.
Supervisor: Tasmina Islam

Areas: Machine learning / Deep learning, Education, Human-centred computing (human-computer interaction)

Project Description

Mental health and well-being of students is very important in achieving their full potential during academic studies in university [1].
Predicting their mental and emotional status can be very useful in monitoring student's well-being and providing the appropriate
support at the time when needed. Although the principle focus of biometrics is identification/verification of individuals, biometric data
can be used to predict some lower level (age, gender, ethnicity, etc.) and higher level (mental state, emotion etc.) individual
characteristics [2]. Different biometric modalities (e.g., face, voice, EEG signals, keystroke, handwriting etc.) can be explored utilising
this predictive capability to predict students' mental and emotional status that may have impact on their academic performance. As
well as monitoring well-being, both physiological and behavioural biometrics can play a big role in facilitating education, for example,
tracking attendance, monitoring engagement, and learning behaviour (especially when learning remotely). These could be beneficial
for both students and educators. Due to the wider use of biometrics, the analysis of biometric data poses some challenges if the
biometric data is captured under unconstrained environment, for example, voice recognition in a crowd or with noise/echo, full or
partly covered mouth (e.g., wearing a mask), face recognition in limited/unevenly distributed light, pose variations of individuals, noise
like other people in the background, where some parts of the face is occluded (e.g., wearing a mask or a sunglass) and many more.
This project aims to explore different factors that affects the biometric recognition performance and investigate how to manage and
improve the performance in facilitating education. The project will also explore the predictive capabilities of biometric data under both
constrained and unconstrained environment. Prospective students can discuss about different modalities and options with the
supervisor.
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Software sustainability analysis and improvement
Supervisor: Kevin Lano

Areas: Systems (software engineering, programming), Machine learning / Deep learning, Artificial Intelligence (symbolic
AI, logic, etc.)

Project Description

The project would consider techniques for analysing software sustainability (in the sense of energy use and energy efficiency) using
rule-based analysis and refactoring, or by the use of deep learning techniques such as LLMs to identify energy use flaws and potential
refactorings. It would be particularly useful to consider analysis and refactorings at the specification or design levels of a software
system, in order that programming-language independent advice and improvements can be made. There is the potential for industrial
collaboration in this area.
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Safe Reinforcement Learning from Human Feedback
Supervisor: Yali Du

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

Reinforcement learning (RL) has become a new paradigm for solving complex decision making problems. However, it presents
numerous safety concerns in real world decision making, such as unsafe exploration, unrealistic reward function, etc. As reinforcement
learning agents are frequently evaluated in terms of rewards, it is less noticed that designing AI agents that have the capability to
achieve arbitrary objectives can be deficient in that the systems are intrinsically unpredictable and might result in negative and
irreversible outcomes to humans. While humans understand the dangers, human involvement in the agent's learning process can be
promising to boost AI safety for being more aligned with human values [1]. Dr. Du's early research [2,3] shows that human preference
can be used as an effective replacement for reward signals. One recent attempt [1] also adopted human preference as a replacement
for reward signals, to guide the training of agents in safety-critical environments; while agents query humans with a certain
probability, how to actively query humans and adapt its knowledge to the task and query is not considered. This project considers to
build safe RL agents leveraging human feedback, and aims to address two challenges: 1) how to enable agents to actively query
humans with efficiency thus minimising disturbance to humans; 2) how to improve algorithms' robustness in dealing with large state
space and even unseen tasks. The target of this project is to realise human value alignment safe RL in a scalable (in terms of task
scale) and efficient (in terms of human involvement) way.

References

[1] A review of safe reinforcement learning: Methods, theory and applications. Shangding Gu, Long Yang, Yali Du, Guang Chen, Florian Walter, Jun
Wang, Yaodong Yang, and Alois Knoll. IEEE TPAMI 2024.
[2] Meta-Reward-Net: Implicitly Differentiable Reward Learning for Preference-based Reinforcement Learning. Runze Liu, Fengshuo Bai, Yali Du,
Yaodong Yang. NeurIPS 2022
[3] Safe Reinforcement Learning with Free-form Natural Language Constraints and Pre-Trained Language Models. Xingzhou Lou, Junge Zhang, Ziyan
Wang, Kaiqi Huang, Yali Du. AAMAS 2024



Multi-agent Cooperation with RL and LLMs
Supervisor: Yali Du

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language Processing,
Robotics

Project Description

Multi-agent systems (MAS) have become increasingly relevant in fields such as robotics, finance, and autonomous systems. However,
achieving effective cooperation among multiple agents remains challenging, especially in dynamic and uncertain environments. RL has
been a powerful method for training agents, but traditional approaches often struggle with scalability and communication bottlenecks.
Meanwhile, LLMs have demonstrated remarkable capabilities in language understanding and generation, which can be leveraged to
facilitate communication and strategy development among agents. This study aims to explore how reinforcement learning (RL) can be
combined with large language models (LLMs) to improve multi-agent cooperation in complex environments. The goal is to enhance
communication, decision-making, and coordination between agents, enabling them to solve tasks that require a high level of
collaboration and safety. This project explores the questions of 1) How can LLMs be integrated into multi-agent systems to enhance
cooperation and communication among agents trained using RL? 2) What are the optimal communication protocols that maximize the
synergy between LLMs and RL in multi-agent scenarios? 3) How can this combination be scaled to large numbers of agents while
maintaining efficiency and performance? Dr Du's early attempts explored how to leverage LLMs for communication, and incorporated
human instructions to ensure safe and cooperative control, with examples including the game of Werewolf, football, and safe robot
control. This research will contribute to the field of multi-agent systems by developing new techniques for improved cooperation using
cutting-edge LLMs. The findings could be applicable in various industries, including autonomous vehicles, robotics, and distributed AI
systems, where multi-agent cooperation is critical for success.

References

[1] Safe Multi-agent Reinforcement Learning with Natural Language Constraints. Ziyan Wang, Meng Fang, Tristan Tomilin, Fei Fang, Yali Du. Arxiv
2024.
[2] Understanding, Rehearsing, and Introspecting: Learn a Policy from Textual Tutorial Books in Football Games. Xiong-Hui Chen, Ziyan Wang, Yali
Du, Meng Fang, Shengyi Jiang, Yang Yu, Jun Wang. NeurIPS 2024 Oral.
[3] Learning to Discuss Strategically: A Case Study on One Night Ultimate Werewolf. Xuanfa Jin, Ziyan Wang, Yali Du, Meng Fang, Haifeng Zhang,
Jun Wang. NeurIPS 2024.



Argument mining
Supervisor: Oana Cocarascu

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language Processing

Project Description

In everyday life, decisions are often based on arguments, counter-arguments, and facts. While arguments are claims backed by
reasons that are supported by evidence, facts can be proven with clear and objective data. Automatically identifying and presenting
facts and arguments can not only facilitate and challenge debates, but also aid humans and automated systems in reaching decisions,
hence the societal impact of this task is tremendous.
Computational argumentation is a research area in natural language processing which encompasses several tasks such as argument
mining, argument reasoning, and argument generation amongst others. Much progress has been made in recent years on argument
mining whereby the task is to determine whether a text represents an argument, followed by identifying the arguments for or against
an issue. Argument mining has been applied to several areas: persuasive essays, scientific articles, Wikipedia articles, news articles,
online debates, product reviews, social media, legal documents, and political debates.
The project aims to develop computational methods that find, extract, and evaluate arguments in text as well as deal with incomplete
arguments, i.e. arguments that can be understood using background knowledge.
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Multilingual argument mining
Supervisor: Oana Cocarascu

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning, Natural Language Processing

Project Description

In everyday life, decisions are often based on arguments, counter-arguments, and facts. While arguments are claims backed by
reasons that are supported by evidence, facts can be proven with clear and objective data. Automatically identifying and presenting
facts and arguments can not only facilitate and challenge debates, but also aid humans and automated systems in reaching decisions,
hence the societal impact of this task is tremendous.
Computational argumentation is a research area in natural language processing which encompasses several tasks such as argument
mining, argument reasoning, and argument generation amongst others. Much progress has been made in recent years on argument
mining whereby the task is to determine whether a text represents an argument, followed by identifying the arguments for or against
an issue. Argument mining has been applied to several areas: persuasive essays, scientific articles, Wikipedia articles, news articles,
online debates, product reviews, social media, legal documents, and political debates.
Despite the growing interest in computational argumentation, the majority of datasets are in English. The project will focus on
argument mining in low-resource languages and will develop novel corpora and algorithms for multilingual argument mining.
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Agents powered by foundation models
Supervisor: Helen Yannakoudakis

Areas: Machine learning / Deep learning, Artificial Intelligence (symbolic AI, logic, etc.), Natural Language Processing

Project Description

With the expansive capabilities of foundation models, the concept of building agents powered by these models (like large language
models) has recently emerged. Several demonstration projects, such as AutoGPT, GPT-Engineer, and BabyAGI, illustrate this potential.
Foundation models offer possibilities beyond creating images, well-crafted text, stories, essays, and code—they can serve as powerful
general problem solvers. This project aims to develop agents driven by foundation models that can observe, take action, and respond
to feedback in a continuous loop with external environments, including interactions with humans, tools, and the physical world. The
focus will be on two key areas: specialization and multi-modality.



Causal Explanations for Sequential Decision Making
Supervisor: Nicola Paoletti

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

Explainable AI has become increasingly relevant, because in many domains, especially safety-critical ones, it is desirable to
complement black-box machine learning (ML) models with comprehensible explanations of the models' predictions. This project
focuses on explanations for sequential decision making processes. Such processes are found in AI planning, reinforcement learning,
and control/cyber-physical systems, and they nowadays make use of ML models to e.g., represent the policy or the environment's
dynamics. Unlike most explainability techniques that deal with input-output, i.e., one-step, predictions, the challenge here is to deal
with sequence data that arise from multiple, inter-dependent steps taken over time. Moreover, explanations need to account for the
uncertain or probabilistic environment dynamics. In particular, the focus will be on causal explanations building on the actual causality
framework by Halpern and Pearl [1,2]. Given a realization of the sequential process under study, we seek to find the minimal set of
units (e.g., observed steps, policy actions, agents) responsible for the observed outcome, i.e., such that the counterfactual model
obtained by changing such units leads to a different outcome. We welcome project proposals around any of the following topics (or
similar) that our group is currently investigating:

Counterfactual Inference of Markov Decision Processes [3-6]
Dealing with uncertain models, partial observability, unobserved confounders [7,8]
Combining counterfactuals with temporal logic reasoning for verification [9-11]
Reliable counterfactual inference with data-driven models [12,13]
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Reliable Learning for Safe Autonomy with Conformal Prediction
Supervisor: Nicola Paoletti

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

For their high expressive power and accuracy, machine learning (ML) models are now found in countless application domains. These
include autonomous and cyber-physical systems found in high-risk and safety-critical domains, such as healthcare and automotive.
These systems nowadays integrate multiple ML components for e.g., sensing, end-to-end control, predictive monitoring, anomaly
detection. Hence, data-driven analysis has become necessary in this context, one where rigourous modeldriven techniques like model
checking have been the go-to solution for years. In this project you will develop data-driven analysis techniques for autonomous
systems based on conformal prediction (CP) [1,2], an increasingly popular approach to provide guarantees on the generalization error
of ML models: it can be applied on top of any supervised learning model and it provides so-called prediction regions (instead of single-
point predictions) guaranteed to contain the (unknown) ground truth with given probability. Crucially, these coverage guarantees are
finite-sample (as opposed to asymptotic) and do not rely on any parametric or distributional assumptions. Our group has a track
record of developing CP-based methods for predictive monitoring of autonomous and cyber-physical systems [3-6]. With this project,
you will contribute to this endeavour working on challenge problems including off-policy prediction [7,8], data-driven optimization,
causal inference [9,10], robust inference under distribution shifts [11,12] and uncertain distributions [13,14]. The proposed techniques
will be evaluated in standard relevant benchmarks and different real-world scenarios coming from the REXASI-PRO EU project [15],
which focuses on safe navigation of autonomous wheelchairs in crowded environments for people with reduced mobility.
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Implementing Differential Privacy in Neural Networks to Enhance Data Security
and Anonymization
Supervisor: Frederik Mallmann-Trenn

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

Abstract: This PhD project aims to address the increasing need for robust privacy-preserving mechanisms in machine learning,
particularly focusing on the application of differential privacy within neural networks. With the pervasive use of deep learning in
processing sensitive information, there is a critical need to develop techniques that can protect individual data points from being
reverse-engineered or identified. This research will explore innovative methods to integrate differential privacy into neural network
architectures, ensuring the confidentiality of training datasets while maintaining the utility of the models.

Introduction: As neural networks become more ingrained in handling sensitive data, the potential for privacy breaches escalates.
Differential privacy provides a framework to quantify and control the privacy loss incurred when releasing information about a dataset.
This project will delve into the optimization of differential privacy in neural networks, balancing the trade-off between privacy
protection and the predictive performance of the models.

Objectives: To conduct a comprehensive literature review on current approaches and challenges of applying differential privacy in
neural networks. To develop a theoretical framework for differential privacy that is specifically tailored to neural network applications.
To design, implement, and evaluate new algorithms that integrate differential privacy into neural network training processes without
significantly degrading model accuracy. To create a benchmark dataset and evaluation metrics for assessing the performance of
privacy-preserving neural networks. To investigate the impact of differential privacy on various neural network architectures and
learning tasks, such as classification, regression, and generative models.

Methodology: The project will utilize a combination of theoretical, experimental, and empirical methods. Initial efforts will focus on the
theoretical underpinnings of differential privacy and its mathematical integration into neural network algorithms. Following this,
experimental simulations using synthetic and real-world datasets will be conducted to assess the viability and performance of the
proposed models. Empirical validation will be performed by comparing the new models with state-of-the-art privacy-preserving
techniques.

It is absolutely necessary to have a strong math and stats background.
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Discovering the Secrets of Random Neural Networks - Training by Pruning
Supervisor: Frederik Mallmann-Trenn

Areas: Artificial Intelligence (symbolic AI, logic, etc.), Machine learning / Deep learning

Project Description

Deep learning has revolutionized many fields like, most prominantely, natural language processing, where large language models such
as ChatGPT and Gemini represent a groundbreaking advancement. However, these progresses come at a significant energy cost due to
the massive number of connections (trillions) in neural networks (NNs). Although the cost of each connections is small, the sheer
number of them results in enormous costs: The inference cost of each query to ChatGPT-4 is estimated to cost $0.34. They key to
reducing the inference cost is thus to to reduce the number of parameters (connec- tions). We aim to do precisely that. More precisely,
the goal of this fellowship is to obtain algorithms for the sparsification of neural networks - reducing the number of parameters by
orders of magnitude. The goal of this project is to attain energy savings by relying on training by pruning. In the simplest case [2], we
are given a target network N and we initialise a network N' with random weights. The goal then is to remove edges from N' as to
approximate N. Recently (e.g. [2]) as shown that this is always possible provided that N' is sufficiently large. They don't show however
how the network N' can be found - they only prove the existence. The goal of the PhD will be to find such networks efficiently. Some
methods have been proposed (e.g., [1]), but so far no proof is known, which this projects aims to change. The impact of this could be
huge. It is absolutely necessary to have a strong math and stats background.
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